Port of Seattle
2024 Noise Monitoring Data Maintenance Issue Log

Date Latest Status Noise Description Latest Action Loss of Data (if applicable)
Monitor
9/12/2023 On-going SEA03 Non-contactable SEA03 located at Maple Leaf in north Seattle was struck by a vehicle and severely Loss of data started at 12:49 pm on 9/12/2023 - New equipment
damaged. It has been determined that the entire structure that houses and powers the needed to be ordered and installed. Awaiting Seattle City Light to
monitor will need to be replaced as a result of this damage. We are currently working restore power line, as of June 2024
with our monitoring vendor on a plan regarding this monitoring site and will provide
updates as they become available.
1/15/2024 through Completed units SEA 4b to Annual calibration Unit SEAO1 was not available for calibration due to inclement weather condtions on
1/19/2024 SEA28 runway and SEAO3 was out of commission due to vandalism. Both units will be
calibrated when SEAO3 is reinstalled.
2/24/2024 Completed SEA4b Glitch in download After multiple attempts Passur was unable to download and process data for Feb 24, Loss from 23:48 on 2/23 to 02:06 on 2/25/2024
resulting in a missed download and data gap at various units.
2/21 & 2/24/2024 Completed  SEA06 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 21 &  Loss from 23:19 on 2/20 to 13:17 on 2/22/2024 and from 17:08 on
24, resulting in a missed download and data gap at various units. 2/23 to 02:36 on 2/26/2024
2/21/2024 Completed SEA07 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 21, Loss from 23:47 on 2/20 to 02:36 on 2/22/2024
resulting in a missed download and data gap at various units.
2/21/2024 Completed  SEAQ9 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 21, Loss from 23:48 on 2/20 to 00:37 on 2/22/2024
resulting in a missed download and data gap at various units.
2/21 & 2/24/2024 Completed  SEA10 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 21 & Loss from 17:49 on 2/20 to 06:23 on 2/22/2024 and 21:01 on 2/23 to
24, resulting in a missed download and data gap at various units. 07:51 on 2/25/2024
2/21 & 2/24/2024 Completed  SEA11 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 21 &  Loss from 23:49 on 2/20 to 00:39 on 2/22/2024 and 23:51 on 2/23 to
24, resulting in a missed download and data gap at various units. 00:00 on 2/25/2024
2/21 & 2/24/2024 Completed  SEA12 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 21 &  Loss from 23:48 on 2/20 to 00:39 on 2/22/2024 and from 23:52 on
24, resulting in a missed download and data gap at various units. 2/23 to 00:01 on 2/25/2024
2/24/2024 Completed  SEA13 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 24, Loss from 23:34 on 2/23 to 05:26 on 2/25/2024
resulting in a missed download and data gap at various units.
2/24/2024 Completed SEA14 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 24, Loss from 23:52 on 2/23 to 00:01 on 2/25/2024
resulting in a missed download and data gap at various units.
2/24/2024 Completed SEA15 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 24, Loss from 22:46 on 2/23 to 11:05 on 2/25/2024
resulting in a missed download and data gap at various units.
2/24/2024 Completed SEA16 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 24, Loss from 20:48 on 2/23 to 00:02 on 2/25/2024
resulting in a missed download and data gap at various units.
2/24/2024 Completed SEA17 Glitch in download After multiple attempts Passur was unable to download and process data for Feb 24, Loss from 23:51 on 2/23 to 00:01 on 2/25/2024

resulting in a missed download and data gap at various units.
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Loss from 20:26 on 2/23 to 14:47 on 2/25/2024

After multiple attempts Passur was unable to recover noise data for various sites. Most Loss from 23:52 on 2/23 to 00:02 on 2/25/2024

units loss contact about 8pm on April 13th and came back online on April 14th, resulting

in loss data.
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Loss from 20:53 on 4/13 to 01:24 on 4/14/2024
Loss from 20:46 on 4/13 to 16:51 on 4/14/2024
Loss from 20:55 on 4/13 to 06:06 on 4/14/2024
Loss from 20:45 on 4/13 to 12:34 on 4/14/2024
Loss from 20:13 on 4/13 to 07:14 on 4/14/2024
Loss from 20:19 on 4/13 to 11:02 on 4/14/2024
Loss from 20:54 on 4/13 to 05:17 on 4/14/2024
Loss frpm 20:27 on 4/13 to 10:45 on 4/14/2024
Loss from 20:53 on 4/13 to 01:37 on 4/14/2024
Loss from 20:52 on 4/13 to 01:36 on 4/14/2024

Loss from 20:52 on 4/13 to 01:37 on 4/14/2024
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Power line appears to be snipped at this location, working with Seattle City Light to
investigate and restore power at this site

Unit reqired a site visit, extensive troubleshooting, and several reboots before coming
back online

Loss from 20:52 on 4/13 to 01:37 on 4/14/2025
Loss from 08:18 on 4/13 to 01:24 on 4/14/2024
Loss from 05:38 on 4/13 to 06:03 on 4/14/2024
Loss from 20:55 on 4/13 to 01:12 on 4/14/2024
Loss from 20:55 on 4/13 to 01:11 on 4/14/2024
Loss from 20:47 on 4/13 to 01:11 on 4/14/2024
Loss from 20:47 on 4/13 to 01:11 on 4/14/2024
Loss from 20:53 on 4/13 to 02:26 on 4/14/2024
Losss from 20:53 on 4/13 to 01:10 on 4/14/2024

Losss from 20:53 on 4/13 to 01:10 on 4/14/2024
awaiting Seattle City Light to restore cut power line, as of June 2024

Loss from 0:50 on 6/2 to 01:05 on 6/8/2024
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